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Towards fully differentiable accelerator modeling
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Optimization and design of particle accelerators is challenging due to the large number of free parameters
and the corresponding lack of gradient information available to the optimizer. Thus, full optimization of large
beamlines becomes infeasible due to the exponential growth of free parameter space the optimization algo-
rithm must navigate. Providing exact or approximate gradient information to the optimizer can significantly
improve convergence speed, enabling practical optimization of high-dimensional problems. To achieve this,
we have leveraged state-of-the-art automatic differentiation techniques developed by the machine learning
community to enable end-to-end differentiable particle tracking simulations. We demonstrate that even a
simple tracking simulation with gradient information can be used to significantly improve beamline design
optimization. Furthermore, we show the flexibility of our implementation with various applications that make
use of different kinds of derivative information.
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